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1 Introduction

We propose to have a workshop on multi-view learning at the Twenty-Second
International Conference on Machine Learning. Two main reasons lead us to the
conclusion that the community would benefit from such a workshop.

– Multi-view learning is a natural, yet non-standard new problem setting; in
brevity: learning from instances that have multiple independent representa-
tions. It is motivated by several interesting application areas; they include
semi-supervised and unsupervised learning from linked objects, such as web
pages and scientific literature.

– A recent result by Abney [1] suggests that there may be an underlying prin-
ciple which gives rise to a family of new methods: The disagreement rate
of two independent hypotheses upper-bounds the error rate of either hy-
pothesis. By minimizing the disagreement rate on unlabeled data, the error
rate can be minimized. In the last 2-3 years, several new methods have been
proposed which appear to utilize this consensus maximization principle in
one way or another. However, in many cases the contributors are not to the
full extent aware of the relationships between their methods and a possible
common underlying principle.

The workshop aims at bringing together researchers who are working on learning
problems with multiply represented instances and consensus maximizing learning
methods; our goals are to make the intrinsic structure of this field more clearly
visible and to bring this interesting and rapidly developing area to the attention
of additional researchers.

2 Background

Multi-view learning describes the setting of learning from data where observa-
tions are represented by multiple independent sets of features. A typical example



is learning to classify web pages, where a web document can be described by ei-
ther the words occurring on the page itself or the words contained in anchor text
of links pointing to this page.

Multi-view learning methods have been studied by Yarowsky [37] and Blum
and Mitchell [5]; they noticed that having multiple representations instead of
combining all features into one view can improve classification performance when
in addition to labeled examples, many unlabeled examples are available. The
idea of the co-training approach is to train one learner on each view of the
labeled examples and then to iteratively let each learner label the unlabeled
examples it predicts with the highest confidence. Given independence between
the learners, newly labeled examples from one learner may give the other learner
new information to improve its model with. A theoretical foundation of multi-
view learning has been given by Abney [1], who showed that given a certain type
of independence between the learners, the disagreement of two learners gives an
upper bound on the error rate. Unlabeled data can be used to minimize the
disagreement between learners, and hence improves their combined accuracy.
Many approaches have followed and extended the original co-training idea, e.g.,
[28, 18, 6, 27, 8]

But multi-view learning is not restricted to the semi-supervised case. Bickel
and Scheffer [3] modified the co-training algorithm by replacing the class variable
with a mixture coefficient to obtain a multi-view clustering algorithm. Multi-view
clustering has also been investigated under the name of clustering multi-type [35]
or multi-represented [23] objects. Gondek and Hofmann [20, 19] introduced the
novel task of non-redundant clustering with the goal of obtaining a clustering
that is non-redundant with respect to available background knowledge. This can
be interpreted as a multi-view setting, where one view is explicitly defined by
the available background knowledge. Several other unsupervised algorithms can
also interpreted as multi-view approaches, e.g., [12, 37, 9, 13].

In a fully supervised setting, multi-view learning usually performs inferior
to learning on the union of all views. However, certain non-standard learning
tasks contain a multi-view component. Rüping [31] investigated the problem
of learning interpretable models by augmenting an interpretable global model
with independent, high-complexity local models. In this case, one way to ensure
interpretability is to let the user restrict the set or number of features the global
learner may use; i.e., to prefer a user-defined view. Tsochantiridis and Hofmann
[33] investigated the task of polycategorical classification, i.e., learning with more
than one label. Their algorithm utilizes dependencies among the labels, such that
each predicted label can be interpreted as a specifically constructed view on the
examples.

This discussion shows that multi-view learning has, explicitly or implicitly,
been applied in many, very different approaches, although many authors do not
seem to be aware of the multi-view aspect and the connections of their work
to approaches from different fields. There are also several more general connec-
tions between multi-view learning and other learning tasks, such as transductive



learning [21, 4, 22, 38, 8, 39], learning with the expectation maximization algo-
rithm [11] and learning with multiple classifiers [34, 7, 36, 15].

3 Topic and Goals of the Workshop

The goal of this workshop will be to explore and structure the field of multi-
view learning and develop a common framework for the previously unconnected
approaches for learning with multiple views. Furthermore, the workshop will
serve to more formally distinguish the field of multi-view learning from related
fields of machine learning and show up similarities and differences. In particular,
the following topics are relevant:

Analysis of algorithms: Many multi-view algorithms have been proposed in
the literature. What are their similarities and differences, which are the
important aspects for comparing such algorithms (e.g., assumptions about
learners and data, learning tasks, spectrum from unsupervised over semi-
supervised to supervised learning)? Can the different approaches be gener-
alized and cast into a general framework? What is the best way to measures
the confidence of a learner in co-training, the independence of hypotheses
and the disagreement of learners?

Novel learning tasks: The utilization of multiple learners and hidden vari-
ables can be used to improve the learner on other performance criteria,
for example interpretability [31], or adapt it to certain constraints [20] and
learning tasks [12]. Which other criteria, constraints and learning tasks exist
where multi-view learning is particularly well suited?

Practical aspects of the independence assumption: The core assumption
of co-training is the independence of the base learners given the labels. There
are several ways that can be used to ensure this independence, for example
using multiple views, i.e., different descriptions of the data [5, 3, 6], using dif-
ferent hypothesis spaces in the base learners [31] or explicitly optimizing the
independence in the algorithm [16, 20]. Are there other approaches? How do
this approaches compare in practice? Are the assumptions of independence
fulfilled in practice? What is the best way to measure the independence of
learners on a certain data set? Can we tell whether multi-view learning will
work before starting the learner?

Theoretical analysis: Multi-view algorithms have been theoretically analyzed
with respect to PAC bounds [10], independence assumptions [1] and with
respect to a formulation as optimizing an objective function [2]. However,
theoretical analysis is far from finished. Open questions are: What happens
if independence assumptions are only partially fulfilled? What can be said
about convergence guarantees and speed? When can global optimal solutions
be achieved? Are the algorithms statistically robust with respect to noise in
the data?

Relation to other fields of machine learning: Related fields are learning
with labeled and unlabeled data, e.g., transductive Support Vector Ma-
chines [21], graph mincuts [4], spectral graph partitioning [22] and learn-
ing within a regularization framework [38, 8] (see also [32] for an overview



on semi-supervised learning). Another interesting relation exists to learning
with multiple classifiers, such as voting, combination by order statistics [34],
Meta-Level Learning [7], Stacking [36], and Boosting [15]. Learning with the
expectation maximization algorithm [11] has also intensively been applied.
What is the multi-view aspect of these approaches and what insights can
multi-view learning and these fields gain from each other? Under which con-
ditions does one approach perform better than the other, in particular in
comparison with classical supervised learning?

Applications: Informative applications where multi-view approaches are par-
ticularly well suited for learning are also of interest for the workshop.

4 Intended Audience

The intended audience of the workshop are researchers in the field of machine
learning and statistics with background in one of the following fields: multi-view
learning, co-learning, clustering, transductive learning, learning theory, multi-
classifier learning.

We plan on an audience of 20-30 participants. Many presentations will be
invited but we will also issue an open call for papers. Potential participants are
the PC members as well as the authors of the papers cited in this proposal.

5 Format and Publicity

We intend to organize a full-day workshop; the workshop will include (many)
invited and (some) contributed presentations with a strong emphasis on dis-
cussions. The workshop proceedings will appear both online on the workshop
website and as a technical report (we would be willing to print the proceedings
unless the ICML organizers prefer to print workshop proceedings centralized);
we will distribute the proceedings to the workshop participants free of charge.

6 Organizers, Program Committee

The workshop will be organized by Stefan Rüping and Tobias Scheffer.

Stefan Rüping is Research Associate at the AI unit at Dortmund University,
working in the DFG Collaborative Research Center 475 on Reduction of
Complexity for Multivariate Data Structures. His expertise with respect to
the workshop is on EM learning interpretable models [31] and probabilistic
classification [30, 29]. He has served as a PC member at ICDM 2004.

Tobias Scheffer is Assistant Professor at Humboldt-Universität zu Berlin, Ger-
many. He is interested in statistical machine learning, learning from text, and
applications to information retrieval and bioinformatics. Tobias Scheffer has
been working on multi-view clustering and classification [3, 6, 25]. He has or-
ganized several workshops (including an ECML workshop on active learning



and instance selection, and ECML workshops on text mining in bioinfor-
matics), and has served as PC member and area chair at past and present
ICML, ECML, and other conferences.

The following colleagues have already agreed to become a member of the
program committee, should the workshop be accepted.

Steffen Bickel, Humboldt University [3].
Ulf Brefeld, Humboldt University [6].
Sanjoy Dasgupta, University of California, San Diego [10].
Johannes Fürnkranz, Darmstadt University [17].
Rayid Ghani, Accenture [27].
Thomas Hofmann, Brown University [33, 19, 20].
Thorsten Joachims, Cornell University [21, 22].
Kristian Kersting, Freiburg University [14].
Stan Matwin, University of Ottawa [24].
Ion Muslea, SRI [26].
Tom Mitchell, Carnegie Mellon University [5].
Bernhard Schölkopf, Max Planck Institute for Biological Cybernetics [38, 8].
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