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Abstract. Human-Agent Interaction as a speci�c area of Human-Computer
Interaction is of primary importance for the development of systems that
should cooperate with humans. The ability to learn, i.e., to adapt to pref-
erences, abilities and behaviour of a user and to peculiarities of the task
at hand, should provide for both a wider range of application and a
higher degree of acceptance of agent technology. In this paper, we dis-
cuss the role of Machine Learning as a basic technology for human-agent
interaction and motivate the need for interdisciplinary approaches to
solve problems related to communication with arti�cial agents for task
speci�cation, teaching, or information retrieval purposes.

1 Introduction

The concept of "intelligent agents" has recently found growing interest both in
theory-oriented research as well as in applications such as robotics, manufactur-
ing, information retrieval, and human-computer interaction. Especially, the idea
of agents as "intelligent systems" that act in cooperation with or on behalf of
a human user becomes increasingly important in today's information-oriented
society. Research issues in this context comprise, among others:

1. Which tasks are really suited for agents (robots and softbots)?
2. How can arti�cial agents be designed and developed in a systematic manner?
3. How can humans communicate with arti�cial agents (and vice versa)?
4. How can arti�cial agents adapt to changing user preferences, a changing

environment, etc.?

For Machine Learning, the �eld of intelligent agents o�ers a wide area of both
research and applications. Speci�cally, the following questions ought to be an-
swered if intelligent agents are to become useful for everyday users:

1. What and how can arti�cial agents learn from humans?
2. What and how can arti�cial agents learn from each other?
3. What and how can arti�cial agents learn without external guidance or in-

struction, i.e., on their own?
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Throughout this paper, we will try to set the stage for an interdisciplinary treat-
ment of these questions. To this aim, we will shortly discuss the basics of human-
agent interaction, and identify learning tasks that are to be solved. Afterwards,
we will give a brief overview on the role current Machine Learning techniques
can play to solve these tasks. Finally, some examples will be presented that il-
lustrate the application of Machine Learning in Interaction tasks. The examples
are related to adaptive user interfaces, user-adaptive information retrieval, and
human-robot interaction.

2 The Psychology of Human-Agent Interaction

Agents should act in cooperation with or on behalf of a user. They should aid
her to perform a di�cult task, or take over a task completely which she doesn't
want to do or isn't capable of. The more knowing and autonomous an agent gets,
the closer the relationship between user and agent approaches that of two equal
partners. However, in all cases the underlying relationship can be characterized
as the human user making use of the arti�cial agent. For the agent, the user
is the reference w.r.t. task speci�cation and evaluation of performance.
Especially w.r.t. the actual communication (for task speci�cation, monitoring,
and performance evaluation), agent designers (and the agents themselves) should
therefore take a quite objectivistic point of view, assuming that the reference for
the meaning of symbols used for communication will be the user's understanding
of these symbols. The agent should not { at least for communication purposes {
construct its own symbols, but should ground user-de�ned symbols onto its own
perceptions and actions.
Within this setting, the need for an agent to be adaptive w.r.t. the input it
receives from its human user is obvious. The speci�c learning tasks, which are
related to both communication and task execution,are discussed in the next
section.

3 Learning Tasks in Human-Agent Interaction

Principally, an agent may have to adapt to two di�erent things: the preferences
of the user and variations in its tasks, including variations in its operating en-
vironment 3 In the �rst case, we can distinguish learning for communication
(i.e., to learn how to communicate with the human user) and learning from
communication (which includes, for example, learning by observation).
To learn for communication requires the agent to build relations between user-
supplied symbols to its own knowledge representation and, �nally, to ground
these symbols on its own perceptions and actions. This is the classical prob-
lem of symbol grounding [Harnad, 1990]. It has found explicit treatment es-
pecially in human-robot interaction [Klingspor et al., 1996] and distributed AI

3 One might even say that an "agent-worthy task" should require an agent to adapt
itself to it.[Beale and Wood, 1994].



[Kaiser et al., 1996b], but it is inherent in any learning task that requires the
agent to relate its own behaviour to a user-de�ned concept, just as usefulness or
interestingness. To solve this task, supervised inductive techniques are mostly
being used, ranging from ILP [Klingspor et al., 1996] to neural networks.
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Fig. 1. Duality of abstraction and explanation.

The basic idea is always the same (Fig. 1): The meaning of language symbols
is explained to the agents without using the language. The task of the agent
is to abstract from the observations made during the explanation to the general
concept represented by the user-given language symbol.
When learning from communication, the agent receives instructions from the user
that are related to its behaviour. To understand these instructions, a common
language between the agent and the user is mandatory, learning for communi-
cation may be required to provide it.
In the most simple case, instructions given to the agent are complete in that sense
that they relate each possible state the agent may encounter to an appropriate
action. Then, no induction is necessary. However, in the more general case only
for some states information about how to behave are given to the agent, such
that incremental supervised learning has to take place. The user may also
be able to supply additional information to guide the agent's learning process,
such that learning needs not to be purely inductive. This is the typical setting
of Programming by Demonstration (see section 4.1).
Another prototypical setting is that of reinforcement learning, in which the
agent receives a possibly delayed qualitative feedback from the user. Hence, the
agent doesn't get explicit instructions. Therefore, the agent must explore the
space of possible actions, in order to adapt to the user's performance criteria.
In any case, if learning takes place in a supervised manner, such that the given
feedback consists of an optimal action or a quantitative indication of the error
made by the agent, either

{ the teacher must know the action space of the instructed agent and formulate



the advice appropriately,

or

{ the instructed agent must be able to map the teacher's advice onto its own
action space.

Both requirements are not trivial, especially if agents should learn from other
agents that are not structurally identical. For agents that should learn from
human users, appropriate interfaces are therefore mandatory.
For learning on the basis of a scalar reward, the situation is very similar. Either

{ the teacher must know the range of possible rewards used by the instructed
agent (i.e., what is the "good" and "bad" in terms of the pupil),

or

{ the instructed agent must know the mapping between the teacher's reward
and its own range of rewards (what does the teacher mean by "good" and
"bad").

In all cases, teacher or pupil must initiate the learning process. An important
requirement is also that the teacher knows the limits of the instructed agent, since
it makes no sense to try to teach an agent to go beyond its maximum capabilities
(e.g., to try to position a robot with a higher precision than it is capable of). To
enable the teacher to take care of this aspect requires the teacher to query these
limits from an agent and to correctly interpret the agent's answer. Similarly, the
instructed agent must understand the teacher's request and relate its capabilities
properly to the task speci�ed by the teacher.

4 Applications of Machine Learning in Human-Agent

Interaction

4.1 Interface Agents

By interface agents, we mean agents that assist users with computer-based tasks.
Simple examples are guides that have been given a �xed behaviour (such as Mi-
crosoft's "Wizards"). More sophisticated agents that learn by watching a human
user are being developed under the heading of Programming by Demonstration
(PbD)[Cypher, 1993].
PbD has been applied successfully several domains such as graphic editors
like the MONDRIAN [Lieberman, 1993] system that learns new graphical edit-
ing procedures using a form of explanation based generalization. Instructible
software agents [Maulsby, 1994] learn tasks like autonomous text formating or
graph editing by observing the user doing the task. he knowledge is adapted
and corrected by processing corrections issued by the user during automatic
task execution. Intelligent speci�cation interfaces such as the ViCCS interface



[Minton et al., 1995] and the interface agent assisting with completion of repeti-
tive forms of Hermens and Schlimmer [Hermens and Schlimmer, 1994] are other
examples of PbD applications.
Finally, an interface agent may also directly control the feedback given to a hu-
man user, even in an application-independent manner. An example of this is the
system described in [M�unch and Stangenberg, 1996], which provides selective
haptic feedback to users of an X-Windows application.

4.2 Agents for Information Retrieval

The quickly growing World Wide Web demands for agents collecting and pre-
senting interesting information to a user. NewsWeeder [Lang, 1995] is an agent
that learns which Netnews are interesting for the reader. It learns from explicit
speci�cations of the user preferences ( the reader rates each read article), and
NewsWeeder clusters highly rated articles by calculating the frequency of the
words occurring in the article.
PZ additionally uses the linguistic structure of the text to �nd interesting articles
of several daily newspapers in the Web. It generates a personalized newspaper,
which consists only of those articles that are of interest for a speci�c user.
WebWatcher [Armstrong et al., 1995] learns, which pages in the WWW are re-
lated to each other by observing the user when sur�ng in the Web. It generalizes
the structural information contained in the sequence of pages being visited. Simi-
larly, Lieberman's Letizia [Lieberman, 1995] aims at hypothesizing on the user's
interests by observing the user's actions, in order to �nd possibly interesting
pages, starting from the current page.
Knowledge Discovery in Databases (KDD) is another information retrieval task
in which the human user can greatly bene�t from support by an intelligent
agent. Apart from performance issues [Kargupta et al., 1997], we also �nd that
the main task for such agents is to perform information �ltering, such that only
those patterns are being presented that are really of interest for the human user
[Davies and Edwards, 1995b, Davies and Edwards, 1995a]. In addition, the user
may also communicate with the actual mining agent, in order to guide its search
[Wrobel et al., 1996].

4.3 Human-Robot Interaction

In robotics, the idea of the "personal robot" or "personal robotic assistant" (e.g.,
for aiding the elderly or disabled) is lately receiving a lot of attention. Robot
manufacturers all over the world are expecting to open a new, consumer-oriented
market that will allow for sales �gures far beyond those that can be obtained
from today's industrial robots. However, to enable new robot applications with
emphasis on service tasks, it is necessary to develop techniques which allow
untrained users to make e�cient and safe use of a robot.
In brief, what is required is

1. an interface that allows a user to intuitively instruct the robot, and



2. informative feedback such that the user can immediately understand what's
happening on the robot's side.

Especially for users who are not experts in robot programming, Programming
by Demonstration (PbD) [Cypher, 1993] has a considerable potential to be-
come a suitable programming technique and to replace conventional robot pro-
gramming languages. As in the case of interface agents, Robot Programming
by Demonstration (RPD, [Heise, 1989]) relies on demonstrations of the task.
Those demonstrations are used as the primary input and can be used to transfer
di�erent kinds of knowledge to a robot.

{ Demonstrations were proven to be suitable for the acquisition of new pro-

gram schemata on task level [Segre, 1989]. In [Kuniyoshi et al., 1994], se-
quences of video images were analyzed in order to generate assembly plans.
[Andreae, 1984] presented NODDY, a system which generates generalized
programs by fusing several demonstrations. Single demonstrations and ac-
quired user intentions are the basis for the robot programs generated by the
system described in [Friedrich et al., 1996].

{ On the control level, demonstrations can be used as the basis for learning
both, open-loop and closed-loop elementary skills. The acquisition of open-
loop skills is mostly focused on the reconstruction of trajectories from a se-
quence of demonstrated states (positions) [Delson and West, 1994], [Ude, 1993].
Systems supporting the acquisition of closed-loop elementary skills com-
prise acquisition techniques for manipulation tasks such as deburring oper-
ations [Asada and Liu, 1991] and assembly [Kaiser and Dillmann, 1996] as
well as for vehicle control [Pomerleau, 1991] and autonomous robot naviga-
tion [Reignier et al., 1995], [Kaiser et al., 1996a].

{ Learning new perceptive skills for object and landmark recognition can
also take place on several system control levels. [Accame and Natale, 1995]
present an approach to learn sensor parameterizations from demonstrations.
Learning active perception skills, i.e., the combination of actions and sens-
ing for the purposes of object recognition and communication, is the topic
of work presented in [Klingspor et al., 1996].

In Machine Learning, behavioural cloning has become popular as a synonym
for "skill acquisition via human demonstration." Typical applications are the
cart-pole balancing tasks [Guez and Selinsky, 1988], [Dzeroski et al., 1995], as
well as the work on "Learning to y" [Sammut et al., 1992] and recent work on
crane control [Urbancic and Bratko, 1994], [Bratko et al., 1995]. In contrast to
work in robotics, these approaches focus on the evaluation of a speci�c learn-
ing technique for cloning. Also imitation learning [Hayes and Demiris, 1994],
[Demiris and Hayes, 1996] must be considered in the context of Robot Program-
ming by Demonstration. It is concerned with learning by imitating another agent
(another robot), and as thus can be considered a special case of PbD. An impor-
tant di�erence is that the actions that the robot performs due to the imitation
mechanism form the basis for learning. While this technique puts less demands



on the actual interaction interfaces, the learning agent must be much more skilled
in interpreting its observations.

5 Summary and Conclusion

Throughout this paper, we discussed the importance of Machine Learning for
human-agent interaction. We identi�ed the basic learning tasks that need to
be solved and indicated possible solutions to these tasks. Several application
examples have shown that learning capabilities are really required, and that
agents can exhibit such capabilities by using state of the art ML techniques.
However, we have also seen that to design learning agents is a task that should
be solved in a strongly user-oriented manner. Therefore, the discussion of tech-
nical issues must be complemented by treatment of the underlying interaction
mechanisms and actual usability concerns. To provide a forum for this kind of in-
terdisciplinary approach to human-agent interaction and especially the learning
issues in this area, has been the major motivation for proposing the workshop.
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