
 

Augmenting the Knowledge Bandwidth and Connecting Heterogeneous Expert 
Communities through Uncovering Tacit Knowledge 

 
 

Jasminko Novak,                    
Monika Fleischmann, 

Wolfgang  Strauss,  
Martin Schneider  

 
Fraunhofer Institute for 
Media Communication 

MARS Exploratory Media 
Lab 

Schloss Birlinghoven 
D-53754 Sankt Augustin, 

Germany 
Tel: +49/2241/14-3437 

jasminko.novak@imk.fhg.de  
 
 

Michael Wurst,                   
Katharina Morik 

 
 
 

University of Dortmund,  
Artificial Intelligence Dept.,  

D-44221 Dortmund, 
Germany 

Tel. 0231 - 755 5101  
wurst@ls8.cs.uni-

dortmund.de  
 
 
 
 

Jürgen Ziegler,                   
Christoph Kunz 

 
 
 

Fraunhofer Institute for 
Industrial Engineering, 

Competence Center 
Software Technology and 

Interactive Systems 
Nobelstraße 12 

D-70569 Stuttgart, 
Germany 

Tel. 0711/970-2334 
juergen.ziegler@iao.fhg.de 

 

Abstract 
 

This paper presents an approach to exploring how 
implicit knowledge structures in different communities of 
experts can be discovered, visualised and employed for 
semantic navigation of information spaces and 
construction of new knowledge. The focus is on the 
developed conceptual model and system for creation and 
collaborative use of personalised learning knowledge 
maps. The developed prototype combines semantic text 
analysis with machine learning and interfaces for 
visualising relationships and creating new knowledge 
structures. Application scenarios include automatic 
generation of personalised knowledge portals, 
collaborative semantic exploration of complex 
information spaces and construction of shared ontology 
networks. The real-world testbed and context of 
development is the Internet platform netzspannung.org 
that aims at establishing a knowledge portal connecting 
digital art, culture and information technology. 
 
 
1. Introduction 

Our basic point of departure is that implicit knowledge 
structures shared by a group of users (tacit knowledge) 
are crucial for communication and shared use of 

knowledge. So a critical element in developing a model 
for building a knowledge community that connects 
experts from different fields of profession becomes  the 
following question:  

How can existing, but not explicitly formulated 
knowledge structures, and shared assumptions of a given 
community or a group of experts be discovered, 
visualized and made usable for cooperative discovery  of 
knowledge in heterogeneous information pools? 

In formulating a practical approach to addressing 
these issues we introduce following constraints and 
definitions. We relate the notion of “knowledge 
discovery” [4] to supporting the discovery of semantic 
contexts and relationships in an information pool which is 
either 1) too big or too fast growing to be scanned and 
categorised manually, or 2) consists of too heterogeneous 
content to impose one fixed categorisation structure, or 3) 
serves different user groups with heterogeneous interests.   

In this paper we present a model for expressing 
implicit knowledge structures of individuals and groups 
of users and for using this as a means for semantic 
navigation and discovery of relationships in 
heterogeneous information spaces. We describe the 
implemented prototypes and outline ways for 
collaborative use of the system. We also illustrate the 



 

application of the developed system for creation of a 
knowledge portal connecting different professional 
communities on the example of netzspannung.org. 

2. Basic concept: personalised learning 
knowledge maps 

We relate our approach to the approach that argues that 
knowledge consists above all of a very personal, 
difficultly articulable and partly unconscious component, 
usually referred to as implicit or tacit knowledge [12]. 
Accordingly, a key to the communication and use of 
existing, and creation of new knowledge, lies in the 
transformation of implicit knowledge to explicit 
structures perceivable und usable by others. 

As a concrete context in addressing these issues we 
take the process of information seeking and exploration of 
an information space. This can be understood as a process 
in which the users’ interaction with information reflects 
their existing knowledge and produces new structures. 

We introduce the metaphor of a knowledge map in 
order to describe a model for representation of 
information spaces in which the individual information 
items are structured according to possible meanings and 
semantic relationships. The central question is how such 
maps can be constructed based on user interaction with 
information, and how they can be employed for 
collaborative discovery and sharing of knowledge. 

As one concrete solution we developed the following 
model. As a starting point for his actions the user is 
presented with an initial semantic structure generated 
autonomously by the system (e.g. by using methods for 
machine clustering). This is the system-generated 
knowledge map.  

 On one hand the user can use this structure to 
navigate and inspect the information pool. On the other, 
he can express his personal point of view by rearranging 
the system-generated structure (e.g. by moving objects 
between groups, creating new groups, adding 
relationships etc.).  

In this way the meaning of users‘ actions is 
contextualised by being referred to the structure generated 
and hence „understood“ by the system. Accordingly, the 
users actions can be taken as a reference for constructing 
a new knowledge structure that reflects the users personal 
point of view.  

The user-defined structure can now be learned by the 
system (e.g. employing supervised learning methods) and 
formalised, in a way which allows it to be applied as a 
user-defined „template“ for semantic structuring of an 
arbitrary information space.  In this way the implicit 
knowledge of a given user that has been revealed through 
his actions on the initial semantic structure has been 
acquired and can be visualised or applied to new 
situations. 

Developing a concrete realisation of the described 
model involves integrating and extending methods from 
several research fields. For autonomous machine-based 
generation of knowledge maps based on semantic 
relationships one can refer to work on document 
clustering and semantic networks such as [11], [9], [15], 
[1]. For extracting semantics from user interactions with 
information, to work on machine learning and 
collaborative filtering such as [13], [6],[3], [7]. And for 
developing an intuitive user interface for visualisation of 
relationships and large data sets we refer to work on 
information visualisation and focus+context interface 
techniques such as [14], [16], [10], [2]. 

3. The knowledge map system 

The described model of personalised learning 
knowledge maps is realised in the following way. A 
knowledge map consists out of four main visualisation 
models: Content Map, Dimension Map, Index Map and 
Source Map (Fig. 1).  

 

 
 

Fig 1. Main elements of a Knowledge Map 



 

The Content Map provides an overview of the 
information space structured according to semantic 
relationships between information items. In the first 
realisation the ContentMap visualises clusters of related 
documents and offers insight into implicit relationships 
between their content. This is the main context for users 
exploration and interaction with information. 

The Dimension Map provides an insight into the 
criteria that have determined the semantic structuring in 
the Content Map. These criteria are a kind of semantic 
axes that define a given structuring out of a variety of 
possibilities. In the case of structuring the ContentMap 
based on analysis of word usage in texts, the Dimension 
Map is a WordMap. It shows the sets of words that 
determined the parameterisation of documents and groups 
these word sets based on contexts of their appearance in 
the documents themselves.  

The IndexMap visualises the hierarchical structures of 
the information space. It allows the user to create and 
visualise explicit semantic relationships between 
information items and to formalise them into an ontology. 

The SourceMap displays semantic relationships 
between different data sources that emerge as a result of 
the relationships between their content1. 

As a concrete realisation of this model the current 
system prototype implements following modules: 

• a text-analyser for encoding semantic properties 
of texts into a vector space model suitable as 
input for clustering and learning agents 

• a Kohonen clustering agent for system-generated 
semantic clustering of information 

• an SVM2 classification agent for learning the 
user-defined classification of information into 

• the LSM3 Browser for visualizing and exploring 
the information space based on the results of 
system-generated (Kohonen) or user-defined 
clustering (SVM) 

• the LSM Editor for user restructuring of the 
Content Map  

• the Matrix Browser for visualization of 
hierarchical structures and creation of named 
relationships as user-defined ontologies 

                                                 
1 The Source Map also serves as the interface for the dynamic data 

adapter for user-oriented semantic integration of heterogeneous data 
sources. This issue is not discussed here. 

2 Support vector machines [8] 
3 Learning Semantic Maps. 

The interplay of these modules makes it possible to: 1) 
generate an automatic structuring of a large document 
pool based on semantic analysis of document contents, 2) 
provide a visualisation and interface for navigating along 
this structure, 3) capture the personal points of view of 
different users, and 4) make them available to others in 
form of personal maps or by connecting them into a 
shared ontology. The following sections describe the 
individual steps of this typical use scenario. 

3.1 Exploring contexts and relationships through 
system generated maps  

By invoking the LSM Browser (Fig. 3) the user is 
provided with a visualisation which presents the 
documents grouped into clusters of possibly related 
content (ContentMap). The basis for this is the 
combination of statistical text-analysis with a Kohonen 
clustering agent [11][9] which groups similar documents 
together and positions the resulting clusters on a 2D grid. 
Highly correlated texts are close to each other, while little 
correlated texts are far from each other.  

By displaying the distribution of all items and their 
grouping in semantically related clusters the Overview 
Mode of the LSM Browser gives a quick, general 
impression of the information pool. The semantic space of 
each cluster is described by a number of keywords. One 
kind of keywords is extracted from the data records as 
entered by the user, while the other is generated by the 
server side text-analysis.  

 
Fig. 2. Information Layers of the LSM Browser 
 
A detailed investigation of the relationships in the 

presented information space is supported by the Zoom 
Mode, which displays a set of objects within a given 
semantic distance from a selected object. Keeping the 
visual distance between the objects in direct proportion to 
their semantic similarity allows the user to develop a 
more accurate impression of possible relationships 
between an individual object and its “semantic 
neighbours”. 



 

 
Fig. 3. LSM Browser: Zoom Mode (Bright-
Circle), Overview-Mode (Background) 

 
By using the LSM Browser the user can now explore 

possible contexts and relationships in the given document 
pool. In doing so he will discover relevant documents as 
well as construct a personal interpretation of the way they 
should be put into relation. In order to express this 
personal point of view he can rearrange the map structure 
by moving documents between clusters, deleting or 
creating new clusters as well as assigning labels 
describing the cluster contents. In the current 
implementation this is made possible by a separate 
interface, the LSM Editor (Fig. 4). 

 
3.2 Capturing and learning a user specific 
knowledge structure 

 
By editing a map in the LSM editor the user defines a 

set of classes (Fig. 4). The idea of learning a map is to 
find a decision function, which allows to assign new 
documents to these classes automatically. There are 
several possibilities to find such a function. Currently we 
use statistical text analysis to transform documents into 
word vectors. The text classification algorithm builds a 
decision function based on these word vector 
representations. To assign a new document automatically 
to a class, the document is first transformed into a word 
vector and then passed to the decision function. 

The algorithm we use for generating a decision 
function is based on "support vector machines" [8]. This 
method has not only proven to lead to low error rates, but 
also to be very efficient. Both issues are of special 
importance in the described model of creating 
personalised knowledge maps. Normally the user does not 
provide many examples by editing a map in the LSM 
Editor. Even so the resulting decision function should be 
sufficiently accurate. The second important issue is speed, 
as the user normally stands by, while the system learns a 
map. Using the SVM, learning takes less than a second on 

a common PC, which is by far acceptable waiting time. 

3.3 Applying the personal map 
 

After a map has been learned, it can be applied to any 
single document or document source provided by the 
system. Figure 4 shows a screenshot of the LSM Editor 
demonstrating this.  

The map on the right side is structured by the user. It 
contains the user-defined classes "acting", "media" and 
"story". These three classes are learned and after this 
applied to the whole pool of documents. The structure of 
the resulting map (on the left) is the same as the structure 
of the user defined map, but there are additional 
documents in each class. These documents were 
automatically assigned by the learned decision function. 
Applying a learning semantic map to a document pool 
allows the user to gain a personalized view of the 
documents in this pool, as only documents relevant to the 
users LSM are chosen and assigned to its clusters. 

 

Fig. 4. LSM Editor 

3.4 Creating a personal ontology  
 

As a basis for enabling the user to extend her personal 
map into a formalised personal ontology, the Matrix 
Browser provides two visualizations of the correlation 
between personal maps and indexed resources. One 
shows a subset of indexed resources on the vertical axis 
and the conceptual structure of a users map on the 
horizontal one (Fig. 5). Already existing resources in the 
map are shown by marking a cell of the matrix. By adding 
additional relations between resources and concepts, the 
personal map can be extended, or by adding additional 
(hierarchical) concepts, it can be refined.  



 

 

Fig. 5. Matrix Browser  

Moreover, additional types of relationships between 
resources and concepts or between the concepts 
themselves can be added (e.g. “cd” “is a part of” 
“media”), in order to enlarge the map structure to an 
ontology. The other view uses the axis of the matrix to 
display maps of two different users in relation to each 
other. Having a relationship between two folders is an 
indicator for sharing the same resources and thus 
possessing a semantic link. In this way the relationships 
discovered by using the map visualisations and editing 
tools presented in earlier chapters can be extended and 
explicitly formalised into a user-defined ontology that can 
span different maps. 

 
4. Collaborative generation and use of 
knowledge 

 
Using the system in the described way a group of 

users (e.g. a community of experts from different fields) 
can create a collection of personal knowledge maps, 
which they can share with each other. For example, a 
given user can employ a map of another user to 
automatically classify an information pool with that users 
“knowledge”. A typical use case here would be the use of 
expert knowledge to navigate in information pools or 
thematic fields not well known to oneself.  

Another scenario that we are investigating is the 
collaborative contextualisation of search results. 
Currently the system contextualises keyword based search 
on personal maps. But the interesting question is which 
map is the “best” to be chosen as a context for displaying 
given search results for a given user? 

Furthermore, given a community of users with an 
open policy for knowledge sharing, by using our system 
the users can build their own maps as extensions of the 
maps of others. In this way they actively extend 
knowledge structures of other users and connect them 

with their own. Adding procedures for tracking these 
connections and map versioning together with an 
underlying ontology is a way for generating an ontology 
network based on contexts of actual use. This is an 
important issue that we are investigating in further work.  

5. Application to netzspannung.org 

The practical test bed and first application context of 
the described work is the Internet platform 
netzspannung.org. netzspannung.org aims at establishing 
a knowledge portal that provides insight in the 
intersections between digital art, culture and information 
technology [5]. The basic requirement for realising such a 
knowledge portal that connects a community of experts 
from different fields is: a continually evolving 
information pool needs to be structured and made 
accessible according to many different categorization 
schemes based on needs of different user groups and 
individual contexts of use (e.g. artists and researchers, 
expert users and interested public). 

Typical netzspannung.org users are experts and 
professionals such as artists, researchers, designers, 
curators and journalists. One scenario for using the 
functionalities implemented by the described knowledge 
map system is exploring possible relationships between 
work in different topics or fields of profession (e.g. for 
finding projects from different disciplines relevant for 
one’s own work).  

An example of this is the test deployment of the LSM 
Browser prototype as information access interface to the 
netzspannung.org information pool containing the 
submissions of the cast01 conference and the competition 
of student projects digital sparks4.  

Another scenario is comparing sets of projects against 
one’s own personal point of view and against views of 
other experts (e.g. for discovering contexts and hidden 
assumptions). And finally the general public could use the 
knowledge of the expert community by employing 
knowledge maps of experts as a guide for navigating the 
information space of netzspannung.org.  

6. Ongoing work and development 

One focus of current work is the deployment of 
collaborative methods for learning user-defined map 
structures. Although text processing methods have shown 
to be a sufficient starting point for learning user-defined 
maps, they are not fully satisfying. The main reasons for 
this are the heterogeneity of the underlying text 
documents and the relatively small amount of training 
data provided by the users. As an effect, some documents, 
which would be relevant in a given context, are not 

                                                 
4 http://netzspannung.org/cast01/proceedings 



 

retrieved by the system. To overcome this problem, we 
are working on employing collaborative methods to 
classify and cluster documents. These methods make use 
of the whole set of maps edited by the users of the system. 
They are used to calculate collaborative similarities 
between documents, such that documents, which often 
appear in the same cluster, are supposed to be similar. In 
this way, even documents which are based on very 
different texts (e.g. written in different languages) can be 
found to be relevant to each other. 

The other important issue is the improvement of the 
interface with visualisation models for large data volumes 
and focus and context handling with non-linear, semantic 
zooming.  A special challenge here is incorporating a 
model, which allows multiple non-linear zoom focuses. 
This model is currently being implemented as a java-
based client that will allow the user to apply the 
functionalities of the system in one integrated interface. 
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