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Abstract 
This paper presents an agent-based approach to semantic 
exploration and knowledge discovery in large information 
spaces by means of capturing, visualizing and making 
usable implicit knowledge structures of a group of users. 
The focus is on the developed conceptual model and system 
for creation and collaborative use of personalized learning 
knowledge maps. We use the paradigm of agents on the one 
hand as model for our approach, on the other hand it serves 
as a basis for an efficient implementation of the system. We 
present an unobtrusive model for profiling personalised 
user agents based on two dimensional semantic maps that 
provide 1) a medium of implicit communication between 
human users and the agents, 2) form of visual 
representation of resulting knowledge structures. 
Concerning the issues of implementation we present an 
agent architecture, consisting of two sets of asynchronously 
operating agents, which enables both sophisticated 
processing, as well as short respond times necessary for 
enabling interactive use in real-time. 

1. Introduction   
The basic point of departure of our work can be related to 
the approach which argues that knowledge consists largely 
of a very personal, difficultly articulable and partly 
unconscious component, usually referred to as implicit or 
tacit knowledge  (Nonaka, and Takeuchi 1995). 
Accordingly, a key to the communication and shared use 
knowledge, lies in the transformation of implicit 
knowledge and hidden assumptions to explicit structures 
perceivable und usable by others. 

This recognition leads us to the following question: 
How can existing, but not yet explicitly formulated 
knowledge structures, of a given community or a group of 
experts be discovered, visualized and made usable for 
cooperative discovery of knowledge in heterogeneous 
information pools? 

In formulating a practical approach to addressing these 
issues we introduce the following constraints and 
definitions. We relate the notion of knowledge discovery 
to supporting the discovery of semantic contexts and 
relationships in an information pool which is either 1) too 
big or too fast growing to be scanned and categorized 

manually, or 2) consists of too heterogeneous content to 
impose one fixed categorization structure, or 3) serves 
different user groups with heterogeneous interests.   

This definition immediately reflects the relevance of our 
approach and research challenge to practical applications. 
On one hand these conditions apply today to a vast range 
of Intranet/Internet portals in their own right. On the other 
hand, they can also be generalized to the problem of 
connecting existing information sources on the Internet in 
a way that allows semantic exploration of information and 
creation of both personalized and shared structures of 
knowledge.  

In this paper we present a model for expressing implicit 
knowledge structures of individuals and groups of users 
and for using this as a means for semantic navigation and 
discovery of relationships in heterogeneous information 
spaces.  We will show, how this model enables the 
implicit, as well as the explicit exchange of knowledge 
between users through intelligent agents. In particular, we 
discuss a model for unobtrusive generation and profiling 
of personalised user agents based on effects of user 
interaction with information and a related model for 
visualising and navigating resulting knowledge structures. 
Furthermore we present an agent architecture consisting of 
two sets of asynchronously operating agents. This 
architecture enables us to perform sophisticated data and 
interaction analysis, without loosing the property of short 
respond times essential for interactive work in real-time. 

2. Personalized Learning Knowledge Maps 
In order to develop a working solution for capturing and 
visualizing implicit knowledge structures of human users 
based on their interaction with information, two basic 
problems need to be solved: 

1) a context for user actions has to be created in 
order to be able to interpret the meaning of user 
interaction with information items. The lack of a 
clear interaction context is the main difficulty of 
general “user-tracking” and interaction-mining 
approaches such as (Chalmers 2001). 



2) a form of visual representation has to be found 
that communicates to the user both the semantics 
of the information space in itself (content, 
structure and  relationships) and relates this to the 
meaning of his actions. 

As a practical context for addressing these issues we take 
the process of information seeking and semantic 
exploration of a document pool. This can be understood as 
a process in which the users’ interaction with information 
both reflects their existing knowledge and produces new 
knowledge structures. In the concrete solution we develop 
a model of agents learning personalized knowledge maps. 
The notion of a knowledge map in our approach refers to 
the representation of information spaces in which the 
individual information items are not isolated but structured 
according to possible meanings and semantic 
relationships. This concept serves as a point of departure 
for both providing an unobtrusive context for interpreting 
user actions as well as for visualizing the resulting 
knowledge structures and exchanging them between users. 

2.1 Capturing User Knowledge 
The basic idea is to build agents, that provide the users 
with a semantically structured overview of a document 
pool as a basis for their exploration and interaction with 
information. The results of their interaction can then be 
taken as the basis for generating user-specific templates. 
These templates (personal maps) are the basis for 
generating and profiling personal information agents 
which can then automatically generate a semantically 
structured map of a document pool, in a way that reflects a 
user’s particular point of view. In our approach the 
generation of user-specific templates is based on a two-
stage model. First the user is presented with an agent-
generated knowledge map created by means of methods 
for autonomous machine clustering such as in (Lin, 
Soergel; and Marchionini 1991), (Kohonen, Kasky, et al. 
2000), (Sack 2000), (Becks, Sklorz, and Jarke 2000). This 
map serves as an initial context and navigation guide for 
the user’s exploration of the document space.   

As she explores the information space, the user 
identifies relevant documents and relationships between 
them which she can express by selecting individual items 
into personal collections and by (re-)arranging them 
according to her personal understanding of their meaning 
(e.g. by moving objects between groups, creating new 
groups, adding labels and relationships). In this way the 
user creates a personal map as a natural result of her 
exploration of information. This template can now be 
learned by a personal information agent by means of 
methods for supervised learning. Having learned a user-
specific template, the agent can  semantically structure 
arbitrary information pools or dynamically classify 
unknown information items.  

2.2. Visualizing the Knowledge Structures 
The challenge for the visual representation of the 
knowledge maps is to develop a visual tool for both 
navigating a large information space as well as for 
discovering possible contexts and relationships between 
groups of items. This applies both to relationships 
uncovered by the machine analysis and those stemming 
from interpretation and knowledge of human users. To 
achieve this the two main elements of the knowledge map 
visualization are: the Content Map and the Concept Map. 

 

Figure 1: Content Map 

  
The Content Map provides an overview of the 

information space structured according to semantic 
relationships between information items. In the first 
realization the Content Map visualizes clusters of related 
documents and offers insight into implicit relationships 
between their content.  This is the main context for users 
exploration and interaction with information. 

The Concept Map visualizes a concept-network that is 
extracted from the document pool and redefined by the 
users. This provides both a navigation structure and insight 
into the criteria that have determined the semantic 
structuring in the Content Map. These criteria are a kind of 
semantic axes that define a given structuring out of a 
variety of possibilities.  

Since the personalized map templates have been 
produced by a user as an effect of his interaction with 
information and can be dynamically applied to reflect his 
point of view, they are a form of representation of the 
user's knowledge that has previously not been expressed. 
Visualizing the personalized maps and the related concept 
structures, and making them available to other users is a 
way of making the users knowledge perceivable and 
available to others. 

Hence, our claim that this is a way of expressing a user's 
implicit knowledge resulting out of his interaction with an 
information space, in a way, which makes it perceivable 
and usable by others. 

2.3 Exchanging Knowledge 
In our model, there are two major ways to enable the 
exchange of knowledge between users.  Firstly, users can 
explicitly exchange knowledge maps they have created, 



secondly, information contained in personal maps  can be 
analyzed implicitly (without the user being involved) and 
then be used to support the exploration and map editing 
process of other users. In chapters 4.2 and 4.3, we 
describe, how both of these possibilities are integrated in 
our system, the first through a personal assistant to enable 
search in the set of knowledge maps, the second through 
interaction analysis used for learning personal maps. 

2.4. Relationship to Related Work 
The basic idea of generating user-specific templates and 
applying them for personalized structuring and filtering of 
information has been previously realized in several 
different ways. In one class of approaches the users have 
to express their preferences explicitly and as their primary 
task, such as by voting, preference profiling or initial 
selection of items from a given information pool (see 
(Herlocker, Konstan, and Reidl 2000) for an overview). 
One critical issue here is the bootstrapping problem: the 
available orientation for users’ initial identification of 
relevant items in an information pool (which they are not 
familiar with) is based solely on already available profiles 
of other users (e.g. (Resnick et al. 1994)). A related 
problem is that of communicating the intention and 
meaning behind user choices that contributed to the 
creation of a given profile to other users: the profiles 
themselves are typically neither “explained”, nor 
visualised, nor put in relation to the semantic structure of 
the underlying information pool. Another typical class of 
approaches attempts to analyze the users’ actions in form 
of click streams and navigation patterns on the web (e.g. 
(Joachims et al. 1997), (Chalmers 2001)). The critical 
issue here is the lack of a clear context for interpreting the 
meaning of users actions.  

 

Figure 2 : Concept Map 

In our approach both of these problems are addressed by 
introducing a system generated map as 1) a clear initial 
context for user actions, 2) a structure for semantic 
navigation in an unknown information pool, 3) form of 
visualising users personal knowledge structures in relation 
to the original information space. This approach also 
allows us to make the expression of personal points of 
view unobtrusive and not distracting from the users main 
task: that of discovering relevant information and 
internalizing it into knowledge. Furthermore, the 
personalized maps in our approach provide an easy and 

understandable way for communicating and sharing 
knowledge between different users both through explicit 
selection of different maps by the users themselves, as 
well as through implicit inference mechanisms of the 
agents that analyze the relationships between individual 
maps (Chapters 4.2, 4.3) 

3. Agent-System Architecture 
As already mentiOned, our system consists of two 
different kinds of agents (Fig 3). One group of agents is 
concerned with responding to user requests. These agents 
have to work very efficient, as interactive work requires 
very short respond times. To achieve this, we use a second 
group of agents, which asynchronously preprocess data 
and store it  in intermediate structures. These agents take 
much of the work load from the first group of agents. 
Using this  strategy we can use sophisticated and costly 
data and interaction analysis methods and even so have 
short respond times. In the following, we will roughly 
describe some of the systems components.  
 

Shared data space 
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Process user requests 

Preprocess data

 
Figure 3 : Agent Architecture 

3.1. Data Acquisition and Integration Assistant 
This agent allows the user to create a pool of documents 
by connecting heterogeneous data-sources. The user can 
either choose between readily available data sources or 
manually connect other structured data-sources (such as 
databases and semi-structured document repositories). 
This is supported by a dynamic data adapter for user-
oriented semantic integration of XML-based semi-
structured information.  



3.2. Data Preprocessing Agents 
This layer contains agents for semantic preprocessing of 
data and for interaction analysis. Preprocessing includes a 
text-analyzer for encoding semantic properties of texts into 
a vector space model, link&reference analysis, co-author 
relationships and the extraction of other properties. 

Interaction analysis processes the personal maps of all 
users in order to identify relations between objects (see 
4.2). While preprocessing is performed only once for an 
object, interaction analysis is performed at regular 
intervals, as the set of personal maps changes. 

3.3. Personal Information Agents 
Personal Information Agents have three different tasks. 
Firstly, they construct knowledge maps, based on 
unsupervised learning, allowing the user to influence this 
process by   a set of options.  We use Kohonens SOM for 
this purpose (see 4.1). Secondly, personal agents are able 
to learn a personal map, created by a user and to apply it to 
an individual object or a whole information pool. For this 
purpose, we use instance-based reasoning, based on 
content and interaction analysis, as described in 4.2. The 
third task of a personal information agent is to provide its 
user with interesting maps of other users, enabling a direct 
exchange of knowledge between them (see 4.3). 

3.4. Visualization Agents  
The visualisation agents provide necessary post-processing 
of the data and of the interaction-analysis done by the 
personal information agents. They take care of collecting 
all necessary information from different agents, needed to 
construct all the information layers of the Content Map 
and the Concept Map described in the previous chapter. In 
a typical case, a personalised information agent delivers 
the logical map of documents grouped into clusters of 
related content, with basic parameters such as weight of 
document membership to a given cluster, typical members 
of each cluster etc. Based on the selected visualisation 
model, the visualisation agent then retrieves information 
stored by the data integration assistant and preprocessing 
agents, in order to fill in additional information (e.g. titles, 
abstracts, term-document frequencies etc.) and compose 
all necessary information layers needed for a given 
visualisation.  

3.5. Agent Communication and Coordination 
We use two classical techniques for agent communication 
and coordination. The exchange of data between agents is 
realized as shared data space. The idea is, that on the one 
hand there are possibly several agents working on 
preprocessing in parallel. On the other hand, the 
preprocessing agents can provide data for the request 
processing agents asynchronously, without direct 
communication or coordination. Though within each 
group of agents, there is need for a tighter form of 

coordination. This is done by a simple event service based 
on XML and SOAP. 

4. Personal Agents and Data Preprocessing 
In this section, the personal agents used for automatically 
creating knowledge maps, for learning personal 
knowledge maps and for searching the set of knowledge 
maps from other users are described in more detail. Along 
with these agents themselves, the corresponding agents for 
preprocessing are described. 

4.1. Clustering Documents Automatically Using 
Self Organizing Maps with Interactive 
Parameterisation 
We use Kohonen's self-organizing neural network ((Lin, 
Soergel, and Marchionini 1991), (Kohonen, Kaski et. al. 
2000)) to map the high dimensional word vectors onto a 
two dimensional map. As the vectors encode semantic 
properties of texts the map will position semantically 
correlated texts close to each other. 

The information describing the distribution of items and 
the measure of "semantic similarity" between both 
individual items and groups of items (clusters) provides 
the basis for the visualization in form of the Content Map 
(Fig. 1, Fig. 4) 

In addition to the “content map”, a “concept map” is 
generated, which visualizes the relations between different 
words (Fig 2, Fig 4). We employ an approach similar to 
that described e.g. in (Honkela 1997) to build this map. 
The idea is to structure the words by examining which 
other words appear in the context of a given word. The 
high dimensional context relations resulting from this are 
then mapped to a two dimensional space, again using the 
SOM. In this way we can create an initial set of concepts 
(words) that serve both as an explanation of the clustering 
and as a navigation structure1. Our system provides the 
additional feature, that users can customize the aspects 
according to which the maps are generated by manually 
selecting a number of words on the concept map. The 
weights for these words in the vector space are increased 
making them the “most important” words. Then the 
mapping procedure is re-applied using these modified 
weights.  

In this way, by interactively exploring different possible 
clustering variants, the users can develop an understanding 
of how the clustering works and what makes out the 
character of individual document groups2. Moreover, they 
can develop an understanding of the overall semantic 
structure and relationships between groups of documents 
                                                 
1 The resulting concept-network can be formalized into an 
ontology providing a basis for generating a collaborative 
navigation structure across different maps (see ongoing work). 
2 In the first user tests, the possibility of “understanding” the 
clustering, was revealed as critical for user acceptance. 



(e.g. topics, trends, representatives) and the concepts 
(words) that determine a particular semantic point of view. 
This allows semantic navigation across a document pool 
for identifying relevant pieces of information embedded in 
contexts and relationships from different points of view. 
The discovered insights that are internalized by users as 
acquired knowledge are then reflected in their own 
personal maps.  

4.2. Combining Content-based and Collaborative 
Methods to Learn Personal Knowledge Maps 
By creating a personal map, the user defines a set of 
classes. The idea of learning a personal knowledge map is 
to find a function, which assign new objects to these 
classes automatically. After such a decision function has 
been found, a map can be applied to any single object or 
information source provided by the system. The question 
of whether an object can be reasonably assigned to any of 
the user defined classes or not is to a significant extent 
subject to individual preference. 

As a consequence, the system gives the user the 
possibility to interactively adjust the threshold of minimal 
similarity. If there is no object in the personal knowledge 
map to which the given document is at least as similar as 
defined by this threshold, the object is assigned to the trash 
class. Otherwise the decision function is used to assign it 
to any of the user defined classes. This allows the user to 
fine tune the personalized classification by exploring the 
influence of the threshold between two extremes: if the 
threshold is maximal then all objects are assigned to the 
trash class, if it is minimal all documents are assigned to 
some class and trash class is empty.  

As method to find such a decision function that assigns 
documents to clusters we use Nearest Neighbor (Aha, 
Kibler, and Albe 1991). This methods first identifies the 
most similar objects on the personal map for an object in 
question, and then performs a majority vote among them 
about the class to which to assign the object. This method 
offers two important advantages in our context. The first 
one concerns efficiency and respond time, the second one 
concerns the problem, that the user usually provides only 
few training data. The idea is, that the similarity between 
objects can be pre-computed using sophisticated 
algorithms based on data and interaction mining. The 
query processing agent needs only some few access 
operation to the result matrix making it very efficient. An 
outdated  similarity matrix could make the result sub-
optimal, though in most cases this won’t affect the 
performance, as similarities change only slowly. In the 
remainder of this section, we describe how the 
preprocessing agents build this matrix based on content 
and context analysis and how this helps us to deal with the 
problem of few training examples.  

Content analysis uses properties of items (word vectors, 
authors, etc.) to measure the similarity of these items. The 
idea of context analysis is the following: If two objects 
appear together in many user edited clusters, then we can 
assume, that these objects are in some way similar. This is 

a very interesting feature of our system, as items are not 
only rated by users, like in ''collaborative filtering'' 
systems, but are put into the context of other items. This is 
much more powerful, as usually an item is not interesting 
or relevant per se, but only relevant in a given context. It 
helps us to deal with the problem, that the user provides 
only few examples, as the personal maps of all users can 
be used to support the learning and application of a map, 
not only the one of the actual user. 

Both the content-based similarity and the context 
similarity are in a first step calculated independently of 
each other. Content based similarity is a linear-weighted 
combination of individual aspects. 

For context similarity we use the ``Dice''- coefficient: 

YX
YX

yxsim
+
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were X is the set of clusters, which contain object x and Y 
is the set of clusters, which contain object y.  

Using this measure, clusters, which do not contain any 
of both objects, are not counted, which seems appropriate 
for the given case. Also co- occurrences get double 
weight, as we consider them as more important than single 
occurrences. The membership of clusters and objects to 
personal maps is not taken into account at all, as it is quite 
unclear, whether objects on the same map, but in different 
clusters are similar. 

Beside the direct use of context similarity in the 
combination with content similarity, there is still another 
possibility to take advantage of the user interactions. As 
mentioned above several aspects describing the content of 
underlying documents are combined using a weighted 
linear sum. Now, to find optimal values for this function, 
we can take the context similarity as “prototypical” 
similarity and use it to train a linear regression model (or 
even more sophisticated regression models). In this point 
our system also differs from systems that seek association 
rules (Agrawal, Imielinski and Swami 1993), which 
perform a kind of context analysis too, but which do not 
analyse the content of the underlying objects and put it 
into relation to their context.    

The remaining question is, how content-based and 
context similarity should be finally combined into a single 
measure, preserving the advantages of both. The 
advantage of content-based similarity is, that it is always 
applicable and does not rely on user generated data. 
Though content-based similarity can lead to poor results, if 
the underlying objects are heterogeneous, e.g. make use of 
different terminology or are even written in different 
languages. On the other hand, using context similarity, we 
avoid these problems completely. The disadvantage of 
context similarity is however, that if only few users add a 
given object to their maps or if the contexts, in which it 
appears, diverge, we do not get any reliable evidence on 
the similarity of this object to other objects. 

Consequently, we use a statistical test (chi-square 
based) to examine, whether the co-occurrences of two 
objects are significant in a statistical sense. If so, only 



context similarity is used, as we have a very direct clue of 
the similarity of these objects. If not, we use only content-
based similarity, as it works independent of any object 
occurrences. First experiments on synthetic data show that 
the combination of both methods is on average superior to 
any of the methods in isolation.  

4.3. Searching the sets of personal maps – 
matchmaking 
In order for a given user to benefit from the possibility of 
using knowledge of other users, there needs to be a way to 
efficiently identify knowledge maps which are relevant to 
him from a potentially huge set of such maps. The method 
we are developing is based on the following idea: on the 
one hand a user has preferences, long term interests and 
pre-knowledge. On the other hand, she has a current 
information need.  To capture both, we are developing a 
search facility, which combines keyword search (current 
information need) with a similarity analysis between users 
based on their personal maps (long-term information 

need). Combining both aspects results in a ranked list of 
personal knowledge maps available in the system. As this 
feature is currently under development, we refer to future 
work for more details. 

5. Visualization and Interface 
The critical issue in visualizing the knowledge maps and 
using them as a tool for discovering new knowledge is an 
intuitive interface which allows the user to unobtrusively 
construct personalized maps as accompanying effect of his 
exploration of an information space. On one hand, this 
requires that the results of the clustering and personalized 
classification mechanisms need to be visualized in a way, 
which provides clear insight into the meaning and criteria 
of a given grouping. Our basic model for achieving this 
represents the combination of the Content Map and the 
Concept Map discussed in Chapter 2.2. 

By displaying the distribution of all items and their 
grouping in semantically related clusters, the Content Map 

Figure 4 : The knowledge explorer interface to the system 



gives a quick, general impression of the information pool. 
The semantic space of each cluster is described by a 
number of keywords. One kind of keywords is extracted 
from the data records as entered by the user, while the 
other is generated by the server side text-analysis. The left-
hand window of the interface in Fig. 4 shows one concrete 
implementation of the Content Map, with the 
corresponding Concept Map to its right. The basic mode 
for the user to get detailed information is by selecting 
documents or clusters of interests and moving them into 
one of the other free windows, which can also be resized 
at will.  

Creating a personal map functions in a similar way. The 
user can open an empty map and fill it with relevant 
documents (or entire clusters) from the Content Map per 
drag&drop. The documents and clusters in the personal 
map can be rearranged at will, and annotated with user 
defined labels and keywords. Also a typical object per 
cluster can be defined. In this way a template to be learned 
by the personal agent is created. As this template has a 
clear visual representation communicating the semantics 
of individual elements to the human user (e.g. clusters, 
keywords, labels etc.) it is also a medium of (implicit) 
communication between the agent and the user. The result 
of the new, personalised maps generated by the agent is 
“communicated” to the user in the same visual way. 

A special issue for the visualization and interface has 
been the handling of navigation in large information 
spaces. Especially when investigating possible 
relationships between different groups of documents, the 
user needs both to be able to keep switching between 
detailed views of individual groups and the views 
encompassing larger, global portions of the map. 
Furthermore,  one also needs to be able to move smoothly 
between different information layers such as titles, 
keywords (machine and human), abstracts and images.  In 
addressing these issues we built on experiences from 
previous work on focus+context techniques such as in 
(Robertson and Mackinlay 1993), (Sarkar et al. 1993), ( 
and (Bederson et al. 1996). As a concrete solution we have 
developed a model for semantic zooming with multiple 
zoom focuses and global and local zoom areas (Fig. 4). It 
allows the user to select different zoom focuses and pin 
them down as fixed points of interest without loosing the 
overview. The user can further decide whether the 
zooming should have only local effect at the given focus 
area (drill-down mode) or scale through the global 
environment so as to always keep both focus and overview 
(progressive-zoom mode).  

7. Practical Applications 
The practical test bed and first application context of the 
described work is the Internet platform netzspannung.org 
(Fleischmann, Strauss, Novak et al.). Netzspannung.org 
aims at establishing a knowledge portal that provides 
insight in the intersections between digital art, culture and 
information technology. Typical netzspannung.org users 

are experts and professionals such as artists, researchers, 
designers, curators and journalists. 

The basic requirement of such an interdisciplinary 
knowledge portal is: a continually evolving information 
pool needs to be structured and made accessible according 
to many different categorization schemes based on needs 
of different user groups and contexts of use. By using the 
described system this heterogeneous user group will be 
able interactively compose and collaboratively structure an 
information pool coming from different data sources, to 
visualise and explore it through personalised knowledge 
maps, and to construct a shared navigation structure based 
on the interconnection of their personal points of view. 

 The current system prototype has been internally 
deployed as information access interface to the 
submissions of the cast01 conference and of the 
competition of student projects digital sparks. This 
simulates the use scenario in which users can explore 
possible relations between information usually isolated in 
separate archives of different communities in the fields of 
media art, research and technology. The results can be 
tried out in the guided tour and partially online available 
interactive demos . A very first visualization prototype for 
browsing system generated maps is still being used as 
public information interface . 

6. Summary and Ongoing Work 
We have presented an approach of how to use the 
paradigm of knowledge maps as a central concept to 
integrate different methods for interactive information 
search and for realising a model for collaborative 
discovery and sharing of knowledge. We have shown, how 
supervised and unsupervised learning can be used to 
generate knowledge maps, providing users with different 
views on the content and semantic structure of an 
information source.  

We have presented an unobtrusive model for profiling 
personalised user agents based on two dimensional 
semantic maps that provide both a medium of implicit 
communication between human users and the agents, as 
well as a form of visual representation of the resulting 
knowledge structures. Furthermore, we have presented 
possibilities to use knowledge maps as medium for explicit 
and implicit exchange of knowledge between different 
users. As pointed out, our system differs significantly from 
so called ''collaborative filtering'' systems, as items are not 
just rated by the users, but are put into context, in a way 
which is unobtrusively embedded into users’ primary 
activity. In this sense, our system enables ''collaborative 
structuring'' rather than just ''collaborative filtering''.  

Currently we are working on different methods, to 
extend and optimize the system. Firstly, we aim to add 
additional similarity aspects for the learning of personal 
maps. Secondly, editing personal knowledge maps, the 
user can arrange objects only in flat structures, which is 
very intuitive and easy to handle, but not always sufficient. 
Therefore the system will contain a second editor, capable 



of creating hierarchical structures and other relations 
between objects. From the point of view of processing, the 
problem is to develop such methods, which fully exploit 
the information contained in such structures. Finally, an 
evaluation workshop is planned for analysing the 
usefulness of the system and comparing the individual 
contributions of the different approaches. 

The evaluation will proceed in three steps: first the basic 
model of capturing user knowledge through personal maps 
created in unobtrusive interaction with the system-
generated map, will be evaluated.  In the next step the 
exchange of knowledge between users through explicit 
sharing of maps, and through implicit agent inferencing as 
described in chapters 4.2 and 4.3 will be evaluated. 
Finally, the third test will evaluate the emergence of a 
shared navigation structure as a concept map network 
reflecting implicit knowledge of a group of users. 
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